
perfSONAR Survey Summary
First European perfSONAR Workshop

Ivana Golub
igolub@man.poznan.pl

6 June 2019



Agenda

• perfSONAR Survey

• perfSONAR Survey Summary

• What's next?

http://www.perfsonar.net 2



perfSONAR Survey
Gathering the feedback through pre-defined questions
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Requirements gathering sources

• Surveys to the chief stakeholders and the chief operators of 
campus and lab networks

• Performance-related working group meetings online and at 
various in-person meetings

• User feedback from the various perfSONAR mailing lists
• Direct feedback from perfSONAR training sessions
• Experience assisting users in problem solving real performance 

problems
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2019 Survey 

• Created by perfSONAR developers and leads team 
• Promoted via numerous communication channels

• mailing lists: perfsonar-user, perfsonar-developer, sig-noc, sig-
ngn, sig-msp, apm, perfsonar-small-node....

• newsletters: GÉANT project weekly updates 
• slack channels

• Run 29 Jan – 15 Feb 2019
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perfSONAR Survey Summary
Many thanks to Luke Fowler @globalnoc.iu!
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perfSONAR Survey Responses Summary

• 82 responses, from all continents
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Survey participants

http://www.perfsonar.net 8



Number of managed nodes
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Trainings
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perfSONAR usage
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Additional suggestions
received through the free-text questions
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New Features

• Easier management of meshes is important
• Running perfSONAR directly on router/switches
• Better data visualization
• More analysis / guided troubleshooting / troubleshooting tips
• Integration with 3rd party data analysis tools (e.g. Grafana)
• Thresholds for results (presumably for alarming purposes)
• Auto-discovery of test configuration
• Cloud deployment
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Other Enhancements

• Fewer ports used (firewall configuration ease)
• Support for TWAMP and other OA&M protocols common on CPE 

devices
• Better support for “non-expert” / “non-network-engineer” users
• Integration with external monitoring systems
• Better support for NAT (cloud use case)
• More precise timing for short links should be investigated (latency?)
• Regression testing before releases are important
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Gaps

• Documentation improvement is important
• Demo use cases / POC examples
• Video training is desired

• Configuration / maintenance automation could be improved
• More web-based setup (less Linux knowledge needed)
• Better debugging when tests are not working as desired

17



High level evolution

• Visualization improvements - Integration with existing vis. frameworks
• Easier for non-expert users  (configuration, use, analysis)
• Broaden the focus to include LAN performance 
• Cloud is important! Make sure pS works well for cloud use cases
• Simplifying configuration
• Stability improvements
• Global analysis (my mesh AND the pS tests results around the globe)
• Better training / documentation is desired 
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What's next
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Addressing the feedback

• Might depend on some additional requirements:
• Info about a specific use-case
• Manpower / skills needed vs. available

• Collating the existing work from the community
• Measurements in the cloud and for cloud services
• Alarming – notification and triggering

20



Addressing the feedback (2)

• Some of the topics are work in progress already:
• Measurement results visualisation
• Improving the documentation
• Integration with other / external tools 

(e.g. Grafana / Elasticsearch / API support /...)
• Integration with vendors
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Thank you!
ivana.pezelj.golub@gmail.com
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