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Converged Virtualised Services

m | .f J

<) | Red {

_‘ &

@pzaNMS U KEI£

www.opennms.co.uk

End user Services

(Apps) are a mash-up of

web services accessed

through standard and

proprietary protocols;

« HTTP, REST, SOAP,
JSON, RSS,

* Open Data / RDF etc.

Application
Space
URI — URl N
~_Service 1.7
Virtualised = Semice 3 o Saniee o e
Infrastructure

And applications

* ‘Internet of things’

Services hosted in
‘Cloud’ designed to
scale through addition
of VM resources

Physical
Infrastructure

Core Network Cloud

© OpenNMS / Entimoss 2012

‘cloud bursting’
‘cloud brokering’

Underlying physical infrastructure
*Commodity hardware
*Geographical Diversity

*Rapid Churn

*Network Connectivity
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Moving to Virtualised Networks

You May Have Heard Of

«  Software defined

Networking

Research / Data Centre
Open Flow

. Network Functions
Virtualisation
Service providers — ETSI

* TM Forum ZOOM

Zero-touch Orchestration,
Operations and Management
(ZOOM)

@pzaNMS U KEI£

www.opennms.co.uk

Classical Network Appliance
Approach

CDN Session Border WAN
Controller Acceleration

. = !!!ﬂ ‘l

Firewall Carrier
Grade NAT

Message
Router

Tester/QoE
monitor

Radio Access
Network Nodes

* Fragmented non-commodity hardware.
* Physical install per appliance per site.
* Hardware development large barrier to entry for new

vendors, constraining innovation & competition.

« ETSPIs vision for Network Functions Virtualisation
—  http://www.telco2research.com/articles/\WP telco2-network-functions-virtualisation-NFV-vs-software-defined-networking-

Independent
Software Vendors
Virtead Virtual Virtual Virtuasl
W- Applianis baplariy bopharze
% Vil i - [ ‘- ’
W»“ Applianie Appliance
o 05} ) el

e o

Orchestrated,
automatic &

remote instal

Standard High Volume Servers

Standard Hig! Volume Storage

| |
! !

Standard High Volume
Ethernet Switches

Network Virtualisation
Approach

SDN_Summary
© OpenNMS / Entimoss 2012
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OSGi - facilitates integration into = @pcuNMs UKEKIE
Open Daylight SDN/SFV controller HopenE Lol

LEGEND
AAA: Authentication, Authorization & Accounting OVSDB: Open vSwitch DataBase Protocol

AuthN: Authentocatlon PCEP: Path Computation Element Communication Protocol
BGP: Border Gateway Protocol PCMM Packet Cable MultiMedia
COPS: Common Open Policy Service in20C: Plugin To OpenContrail
DLUX: OpenDaylight EeUser rience “ﬁll SDN Interface( ross-Controller Federation)
DDoS: Distributed Denial Of ervice SFC Service Function Chaining
DOCSIS: Data Over Cable Service Interface Specification ~ SNEBI: Secure Network Bootstrapping Infrastructure

T yy FRM: Forwarding Rules Manager SNMP: Simple Network Management Protocol

H E LI U M GBP: Group Based Polic TTP: Table Type Patterns

LISP: Loca\orlldentlﬁer geparatnon Protocol VTN: Virtual Tenant Network

VIN OpenStack
Coordinator Neutron

AAA - AuthN Filter

SDNI DDoS Network Applications
Wrapper Protection Orchestrations & Services

OpenDaylight APIs (REST)

Base Network Service Functions

GBP DOCSIS
Topology Stats Switch
Manager Manager Manager Tracker
0vVSDB L2 SNBI SDNI
Managel Neutron Switch Service [§Aggregator

Service Abstraction Layer (SAL)

Controller
Platform

(Plugin Manager, Capability Abstractions, Flow Programming, Inventory, etc.)

GBP Renderers

OpenFlow Southbound lnterfaces

enFlow Enabled Open Additional Virtual &
Devices vSwitches Physical Devices

© OpenNMS / Entimoss 2012 slide - 4

Data Plane Elements
(Virtual Switches, Physical
Device Interfaces)
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The OpenNMS Project @peiNms UK

www.opennms.co.uk

e OpenNMS
— Open Network Management System
— OpenNMS is the world's first Enterprise
and Carrier grade network management

platform developed under the open
source model.

* Technology
— Written in Java

— Packaged for Windows, Linux and most
Unix distributions

— Proven scalability
— 300,000 data points every 5 minutes

— Policy driven discovery of core nodes
with 5000+ interfaces

* Websites

— WWW.0Pennms.org
— http://sourceforge.net/projects/opennms/

© OpenNMS / Entimoss 2012 slide - 6
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Proven Scalability @pziNMS UKEI£
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$

Nearly 60,000 Devices on a Single Instance (Swisscom)
swisscom:

L\
1.2 Million Data Points Every Five Minutes (New Edge) new epce:

N E T W O R K S
AAAAAAAAAAAAAAAAA

32,000 Interfaces per Device (Wind) WIND

2000 events/sec (SRNS)

3000 Remote Monitors (Papa Johns)

© OpenNMS / Entimoss 2012 slide - 7



Wide community of commercial users

FOXTEL )4

| T e
\ /)
[ .1,
| N (RIS
w ) & \ L4

—

M KAISER PERMANENTE.|

BIB|C

gospitals and Clinics
of Minnesota

 Papa Johns Pizza http://www.papajohns.com/
*  Minnesota Children's Hospital http://www.childrensmn.org/
e Oregon State University http://oregonstate.edu
*  Permanente Medical Group www.permanente.net
_JUﬂ I per *  Myspace www.myspace.com
HEToRES «  Ocado www.ocado.com
_*  FreshDirect http://www.freshdirect.com
- .+ Fox TV (Australia) http:/www.foxtel.com.au
- «  BBC Monitoring www.monitor.bbc.co.uk
ew cOss FastSearch http://www.fastsearch.com/
ac e coweane © New Edge Networks http://www.newedgenetworks.com/
* Rackspace http://www.rackspace.com
e Swisscom Eurospot http://www.swisscom-eurospot.com

*  Wind Telecomunicazioni SpA (ltaly) http://www.wind.it

Argiva http://www.argiva.com/
Airspeed http://airspeed.ie/
rackspace.
HOSTING

And many more - 4000 downloads per week

::fast

icrosoft*Subsidiary

?Speed

TELECOM

arQiva

© OpenNMS / Entimoss 2012
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N
WIND

Bcucr lngrcdlems
Better Pizza.

$

swisscom:

-

BT

orsgnstate ||
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Community and Governance @painms UK

www.opennms.co.uk

User community

— Guess is that the active user community is probable closer
to 10,000 people.

— Support customers; 100+ globally

Developer Community
— We have 35 developers with commit access

Assets
— Licence GPL
— The IPR is owned by The OpenNMS Group, Inc.
— OpenNMS Trademark owned by The OpenNMS Group

Governance

— The community is managed by The Order of the Green . . -
Polo. All active OGP members have a vote on the direction DEV-JAM Minneapolis June 2013
of the project. JEE TR B Srtiy |-

Foundation
— The independent OpenNMS Europe foundation has been

created to represent the interests of the user community
and run the user conferences

— http://www.opennms.eu/

© OpenNMS / Entimoss 2012 slide - 9
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Current Capabilities

© OpenNMS / Entimoss 2014 entimOSS limited Company registered in England and Wales No. 06402040



Managing Virtualised Services @painms UK

— www.opennms.co.uk

&
‘ ! L End user Services
- — — L g

— (Apps) are a mash-up of
— (e web services accessed
through standard and
proprietary protocols;

Application
« HTTP, REST, SOAP,
Space JSON, RSS,
* Open Data / RDF etc.
UR g URI \é UR| * ‘Internet of things’
R : SerViCeS hosted in
Virtualised ‘Cloud’ designed to
scale through addition
Infrastructure of VM resources

And applications

‘cloud bursting’
‘cloud brokering’

Underlying physical infrastructure

Physical *Commaodity hardware
*Geographical Diversity
Infrastructure ‘Rapid Churn

*Network Connectivity
Core Network Cloud

© OpenNMS / Entimoss 2012 slide - 11



OpenNMS Problem Handling touch points (@>20NMS UKEIE

q Infrastructure Produce Lifecycle o
[ Sﬁategy&commlt] [ Life('yde Mgt ] Management ] ( ] — [ m ] ( Eum ]
Marketing & Offer Management Customer Relationship Management
QCustomerlnterface Mana ement) |
— | - -
Bill Payments & Receivables.
CRM Support
& Readiness Selling i i Mgt : i
Bill Invoice Bill Inquiry.
proem | | Sustemer | |yanagement| | Handing
Marketing. Order Handling ) Management Fre————y p—
Response Handiing
A
Balances
Retention & Loyalty |
. J . J
—1 1 1 — —1 I S - | 1 —
Service - — - ; i
Development Service Capability Delivery Senvice Management & Operations
& Capture Service CApability Sh
Management Sernvice Sewvice Service. ) o
’ Capture. capure /| SRRlE SMEQ. Configuration. Problem Quality. Service Guiding &
Service. Semvice. Operations. Readiness & Activation R
Capacity.
shortialls | | _Shortfans \ | Sueeeot
] I ) [ I | I |J
- ™ . =
Resource Resource Capability Delivery )
gevelopment Caplure Resource CApabﬂﬁy Shordalls Rewaﬂmmnmm
Management Resource Resource
Capture. Capture. Resource Trouble Padormance Besource ldediation &
. S ' g Management Provisioning Management Management
Shortfalls _Shortfalls - Lmaninas
I Resource Data Collection & Distribution
- J - w,
4 ) 4 _ )
Supply Chain Development & Management Supplier Patner Interface Management
SIPRN SIP. P Problam. S SIP Seftlements &
Readiness Management Management
| Supplier Partner Interface Management |
. J .

L J L JL J —TMForum B SS‘FFBTFEWUFK‘(‘EJ| éu'v'l) J



Resource Data Collection at All Layers NMs UKEE

(e [ ) () Www.opennms.co.uk

Marketing & Offer Management

* Remote Pollers
—  Remotely monitor services from multiple locations

* Synthetic Transactions / Data Collection
— ICMP / HTTP/ HTTPS Application

— ReST/WS/ XML Space
— DHCP/DNS/ FTP/ LDAP Radius
— IMAP/ POP3/SMTP/ NTP

— JDBC/JSR160 (JMX)/WMS / WBEM

— NSClient (INaglos Agent) / NRPE (Nagios
Remote Plugin Executor)

— SMB/ Citrix
— SNMP/ SSH TCP Virtualised
] . . Infrastructure
* Virtualisation And applications

— VMware integration
— Open Stack (being developed)

 Service & Network discovery
—  VMware integration Physical
—  Policy driven Layer 2 network discovery Infrastructure

Core Network Cloud

© OpenNMS / Entimoss 2012 slide - 13



Pres_entatlon_support§ (Gp2INMS UKE
Service Provider Business Processes ~ www.opennms.co.uk

[ (| (=) S (WSS (=0 o Customer view
— i e it ) —  Customer specific dashboards / Wallboards
- — -W
, ] [Se | (oo | @pziNms
E—

Service Capadity Ovltvery Sendce Management 5. Opecaony

SMSQ.
Susaoit .

s0urce = =
Oeveioomees AP ReToues CRoaET S Reaouice Management & Ooeralons

uanagement
e Captute Cactuce M| Sactae \\ m‘ =
Resource Rescuecy Operasens. Pm
Capaoty | | Bertormant % g . muA umm ot 40000
Shotans | | snomausW | Susssd »
B oncuice 0

. J
r ~

Supedy Chain Development & Management

* Business Intelligence Reports

. —  Operations / Customer / SLA reports
 Service /| Resource Problem management P P

Soda report @pzINMS®

Recodtime. 311632012 948 PN

 Event Collection
—  OpenNMS can record all event occurrences

« Alarm Correlation
—  Data base automations
— Jboss Rules correlation engine for more sophisticated down stream
alarm suppressing.
* User Notifications and scheduled escalation
— Notification escalation mechanism between users.

* Trouble ticket integration
— RT and OTRS, Remedy, Jira etc.

© OpenNMS / Entimoss 2012 = slide - 14




OpenNMS Performance touch points @p2NMS UKEIE
[oommecom] (et |[Tmeren | [mmees] () [ sse ) [ we )

Marketing & Offer Management Customer Relationship Management / \
vustomer interface Management |
——
BILE 2 Recer
CRM Support Mat

& Readiness Selling / .

eroniom |(| Q2some |\ |nsgemens| | Handing |
Qos /SLA

Marketing. Order. Handling Management | Manage Biing | J—
Euifilment Handling Eyents —
Response

| Retention & Lovalty |

. w, \_ J
—1 1 1 L —1 I S - 1 —
peiviro Senvice Capability Delivery Senvice Management & Operations
& Capture Sew Shortfalls
Management Sepvice. Service Servica . -
Service Service . " & Activation Latagaran
Capacity. Performance
shortfalls [\, _Shortfalls |4 SulRport
) [] | C ] [ I | i ]
(- p s p
Resource Resource Capability Delivery .
Development Resource Management & Operations
& /
Management Resource 4 Resource
| Resource Trouble ‘ Petformance Resource Mediation &
Support & Management Provisioning ManagementY | Mansgement
| Resource Data Collection & Distribufn
- J - J
( ) ~ _ A
Supply Chain Development & Management Supplier Partner Interface Management /\
S/PRM SIP. ZEfzalar 2E SIP Settlements &
Readiness Management ., Management
o
lier Partner Interface Management |
T J I | ) - L | ]

TM Forum Business Process Framework (eTOM)

© OpenNMS / Entimoss 2012 slide - 15



Current OpenNMS Performance Mgt @pziNMs UK

www opennms.co.uk

° H Resource Graph Results
Polled Data collection open i gt

— Multiple sources
- ReQUIar COHeCtion ‘Node List. search Outages Path Outages Dashboard Events Alarms Notifications Assets Reports Charts
_ LOW COSt and highly Scalable Surveillance Distributed Status Map Help

Home / Reports / Resource Graphs / Results

Time pericd Last Day

¢ Vlsuallsatlon From Fri Sep 19 00:00:00 EDT 2008
—  Per interface or per node — not network wide bt el

Node: ams.nl.eu.finkmirrors.net (finch)

SNMP Interface Data: eth0 (213.84.134.230, 10 Mbps)

Bits In/Out (High Speed)

 Threshold Alerting

2 0.0
. r

— Binary thresholds ;20

— How do we track over time 2 aowm

— How do we predict problems 06:00 12:00 L) i
Hin Avg : 25.01 k Min 7.50 k Max : 638.55 k
Mout Avg : 313.73 k Min : 60.62 k Max 435 M

Tot In 2.16 G Tot Qut 27.11 G Tot! & 29.27 G

® Reports - Jasper Percent Discards In/Out
— Some calculation capability

Percent discards

— Difficult to write and change — particularly with b
RRD data sources o d
: 06:00 12:00 18:00
Hin Avg : 0.00 Min 0.00 Max 0.00
Mout Avg 0.00 Min 0.00 Max 0.00

b Cassandra i Percent Errors In/Out
— RRD moving to Cassandra

0.5

Percent errors

Do performance measures drive the »

Hin Avg : 0.00 Min 0.00 Max 0.00

work on the NOC W out Avg 0.00 Min 0.00 Max 0.00
— Probably not...

© OpenNMS / Entimoss 2012 slide - 16



NeW User DaSh /Wa" BOard (Release 1.13+)

©p=INMS UKE'I£

www.opennms.co.uk

©o2NMS

Alarms

Surveillance

Home / Surveillance

Surveillance View: default

Nodes
Down

PROD TEST

Routers 10 of 13

Switches 9 of 11

demodisplay 'I Ops Panel Ops Board Refresh
pmatrix
.l.
cola
rowa = , 20011
20
fowh no data
-

KSC

Customised User
Dashboard display

P =

onited Denmark o
Enmark geBenhave o :
K{ivudom s Lithuanid *

Manchester

e ;
Powered by Leaflet — Map data © OpenStreetiiap contributors,

CC-BY-SA, Tiles ® MapQuest Map
AlZaiect ANddeselect All | Acknowledge v Submit

n ¥  ecucoimv Monc

— i

Rotating Wallboard display

(Boost priority for
unacknowledged problems)

Alarms | Nodes

D L SEVERITY
[ 1046931 IMinor

Xl

Wick :
o Kristiansand N Show Severity = I Normal 'I
i Ak e Visby
oermess & Vol o
Abwrcheen Adbor o
2 r- oo Vi e
Halmstad © Kalmar Sh
R Ot North % 2 °bw/w -~
Seas Glasgow S Denmark 17 \id
® ea Kobenhavn Walpeda
ESHOrS  Odense o
2 o &3 1it
Londondarry o oNewesstie x SR Lith
i Belfast Midestrough - ~gemiry Kallnu\gua-a(
Sfigo sl of ° Kiel Gdansk >~ ¢
o SAN, et o QRosteck (O] oy —\.{M
at Man Loods  ingeton upon Hull : o
Irish N St V. Szczecin . Grutziack W
Sea Powered by Leaflet — Map data ® OpenStreetiap contributors, CC-BY-SA, Tiles ® MapQuest
[o———]
Select All Deselect All | Acknowledge vI Submit
NODE UEI COUNT LAST EVENT TIME LOG MESSAGE A

(AMADMTESTDBO1VM  uei.opennms.org/nodes/dataCollectionFai 2

demodisplay VI

Ops Panel Ops Board Resume

Jun 2,2014 4:13:59 PM  SNMP data collection on interface °

|

© OpenNMS / Entimoss 2012
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Maps & Topology @peiNms UK

www.opennms.co.uk

) OpenNMS Node Maps - Mozilla Firefox
File Edit View History Bookmarks Tools Help

|@0penNM5 Node Maps x |@Juiper~etworlsUsesPowered by Open... I*Add-onstager x ITI PY H
(- @ http://demo.opennms.org/opennms/node-maps [ a ~ opennms demo pel | 3 ﬁ Geog ra p h I ca I n Od e m a p

open e e i (using Google maps or
¥ Open Streetmap)

Assets Reports

Charts Surveillance Distributed Status Maps »+ Support

eattle =  _ SPOKaNne | ] .
@ - 9"—‘]"3&“' | \ % % Distributed
- (Typ NORTH DAKOTA \ ~
2 -ﬂl;f‘:\,r‘ L | ’ / 3
Xan | Bismarck AFargo. Duny e
—wams v = (e ° ® o Topology o
a Lasiaton 1 ® ( A ¥ g
o , | MBRESOTA = 3
Show Severity >= | Normal 'l Bazeman (o BNINDS [ : = — 7
o RO | Aberceen St Cloud A
7 T o ) £ —
7 Minneapolis Wausau
i - | © 2 MCHGAN s Wt 2 S
3 i WSCx N 4 rrie 4
e 7 IDAHO s A SOUTHDAKOTA oarnkato Appictony \ o S
- ] : \ /
N Boiso City Jabatn @Sm‘ Falis o i oM @Tg’?’f°_ L
¥ Mo Milwaukee Flint _port Hu i o
QP WYOMNG P 2 i © . 12 eloids bs“"ﬁ"’ NEW YORK
- ,OSmm City Wiateoeloo, Dubugus Wkon - | aand @99"0,[ /E_r:
Cedar Rapids Chi O =T d Eimira
Logan 10ViA ® o @ icago’ Toledo, < (L o .
o venport — - levelzgmy .
Cheyeern NEBRASKA Gomaha o et 0] o™ o os:.::-‘
[ Salt Lake City _ 2 G- P K Pania O Carte /
iddng | Fort Collins. P i i
Prove @ e L - -
Denver 4 1 A% ’e
onco | - St Josaph o T - . ‘' . . T
5 | Reno | ® United porlme & 4 QA - emal < ®_.=
© VDA A | Kansas (F e Lo bl S 7 Ov e v s ——— i W— i\ Wor DAy 08 AnmanieTh e S e e e )
Sacramento COLORADO States oS ®
P B KANSAS
lFrancisco g Cedr City Wichita
San Jose S°G ©
CALFORNA t Goorg
i a — g Farminglon———— — — - —Bartesyille
Scleded  Visalia YIS eI
g ® @LBS youss | f Oklahoma City
Sarta Fo | -~
o< ‘ R F
@Baks e & Budtead Cay o | OA Luqucrquc ®‘"‘~‘"“°_ OKLAHOMA ekl - -
s o Fant Ouu.- Havasy City. Qoo glawn | AR —
@L\ s Angeles ARZONA I RERCE " Wichita Falls —
z | i ~Paris
SanClomonte | . Phoenix | Roswoll @L“"""‘" V [-yat I S5 R—
| o
http://demo.opennms.org/opennms/node-maps =sa Grands | | Hobe b Dall: Powered by ’
—

* STUI Semantic Topology Ul
* Allows users to
semantically navigate
between related nodes to
diagnose problems e s T i e R T SIS
* Node relations are
automatically discovered

© OpenNMS / Entimoss 2012 slide - 18
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ReST API & tools to create your own (NMS UKE'I§
dashboard R —CTCIE N e

[0 - 88 p-brane dash -

OpenNMS can work as a
backend data collection
engine for your own portal /
Ul or for integration with
other systems

Canotek Faults

ReST API
» Performance Data , |
« Alarms / Situations

* Entities

== Bits_Out == Bits_In

+ ADD ROW

{ OpenNMS Core J

Managd Services

© OpenNMS / Entimoss 2012 slide - 19

Grafana Dashboard Code ;

https://github.com/j-white/grafana-opennms-plugin/tree/master/opennms




Business Service Monitoring @p=iNMS UK

www.opennms.co.uk

-‘a

Application Mvork * Now able to model Complete
Space — . . .

services and relationships
between processes

X URI

Oct 7, 2016 10:57 BST

(HORIZ }(')‘M I\sl .
= Ypzn) Search Info~ Status~ Reports + Dashboards ~ Maps ~ admin ~
PhyS'Cal - - nE View Device Simulate ¢® Share
Infrastructure Last update time: Fri Oct 07 2016 10:57 AM
Core Network Cloud » <>

Load Balancer Nginx /
Varnish Management

Configuration Rad2.2 Rack1-1 /ack1—\

Web Web Web DNS / o<l

ebapp | | Webapp eb app LDAP Al (e (R [ H

Node 3 Node 1 Node 2 Node 4 -
‘AlarmS\ Business Services Tlodes ‘ ‘ Select All Deselect All| Acknowledge v | | Submit |
DB NAT / VPN D Y  Severity Node UEI Count Last Event Time Log Message S/

Server Network
I e Common
Application Specific Component's Component's

© OpenNMS / Entimoss 2012 slide - 20



S
OpenNMS Compass @pziNms UK

www.opennms.co.uk

OpenNMS® Compass

An OpenNMS Mobile App by The OpenNMS Group, Inc.

About OpenNMS® Compass

OpenNMS Compass is a modern mobile iOS and Android client for OpenNMS®
Horizon™ and OpenNMS® Meridian™ servers.

It provides a simple dashboard for viewing outage and alarm data, node details, and

more.
Features

Outage and Alarm Dashboard <3 e == P =
At a glance, you can see a summary of

any current outages and services with . e

pending problems. One tap will take you
to a more detailed view of outages or

alarms.

icmp

@& iPhone

On supported systems®, surveillance

categories are also displayed, giving e — e

you quick access to availability just like e S
your OpenNMS® Horizon™ or 5 e s
OpenNMS® Meridian™ server Ul. L\ od L hod

© OpenNMS / Entimoss 2012 slide - 21



Contents (©penNMS UK=*

www.opennms.co.uk

Future directions

ieix|
e s b s 3
e + 3+ 0] (2] 1y ) w1 meen
e T s

— S—
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@pzoNMSs U KEIE

www.opennms.co.uk

* plugin architecture

Devices, Services
and Applications

© OpenNMS / Entimoss 2012 slide - 23



Current Core System

@p2INMS UKEIﬁ

www.opennms.co.uk

z Grafana / Helm / Kibana
Seatens Data Visualisation

ReST API

O
°
@
S
Z
<
0))
5
o
>
©
©

Current OpenNMS Core System

ddy gap\ SIWNNUadO
Jabeueyp\ uibn|d

Karaf /OSGi Container/Bridge

| [ETC

Performance Persistence

Cassandra

© OpenNMS / Entimoss 2012
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Configuration / Event Persistence

3 3
Postgres Elastic

slide - 24



Target System - Sentinal @peiNms UK

www.opennms.co.uk
Grafana / Helm / Kibana
Data Visualisation
Kubernetes

ReSTAPI or similar

* Functions
determined by
which modules
run in container

« Containers
Manager by
kubernetes

_ _ « Configuration
Karaf /OSGi Container Persisted

Containerised OpenNMS Architecture separately

Jabeuej uibn|d
SINPO
SINPO

SINPO

SJ0109||02 Anows|a)

uowaeq SINNuUado
ddy gopm SIINUSdO

| uowseq SIANUadQ |

Karaf /OSGi Container

™

Messaging Layer (ActiveMQ/Camel/Kafka/Protobuf)

Performance Persistence Configuration / Event Persistence

> > (Wearealso
investigating
Cassandra Postgres Elastic alternative cloud
persistence

© OpenNMS / Entimoss 20 strategies) .



Sentinal @pzNMS UK

www.opennms.co.uk

* sentinel allows distributed OpenNMS connected through kafka

A

i
@@

. Remote Office

@©

. Remote Office

Data Center

© OpenNMS / Entimoss 2012 slide - 26



Roadmap to OpenNMS as a Service m’e'srg!o(if

OAAS ROADMAP

Alec

HELm DRIFT SEXTANT

Network Traffic Analysis and
DeepDive Tool

MINION

Enables monitoring from the Cloud
and eliminates complexities with
VPNs and duplicate IPs in private IP

networks.
FEB ‘17 JUN 17 - APR ‘18 MAY ‘18 - DEC ‘18 MAR ‘19

STREAMS
ELASTICSEARCH SENTINEL OAAS
OpenNMS as a Service Beta

Support for OaaS Timeline, Realtime
Analytics, and OEM Integration Horizontal Cloud Scalability

Spacial Temporal Correlation

APIv2 for OaaS Console

Big Data Forensics Storage

© OpenNMS / Entimoss 2012




Roadmap Details @pziNms UK=

www.opennms.co.uk

OAAS ROADMAP ° Minion

— Karaf OSGi based remote polling and data collection which can be
offered on stand alone hardware or embedded in a cloud
environment. We are integrating this with hardware provided by
Netgate which also hosts the pfsense firewall. This introduced both
distribution and scalability to OpenMMS and the ability to control
other applications hosted in Karaf remotely.

Elastic search
— Improve the ability to use Elastic search to store events alarms and
streaming telemetry data ( Netflow etc). IN combination with
Cassandra, this makes our back end data storage highly scalable
and searchable.

* Helm
— Grafana based dashboard plugin which allows multiple OpenNMS
systems or partitioned views to be displayed on a single
dashboard of fault and performance data. This uses the OpenNMS
ReST API.

OAAS ROADMAP
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Roadmap Details 2 @pziNms UK=

www.opennms.co.uk

Streams
— Remote (minion based) streaming telemetry data collectors .
Drift
— Collecting Netflow, JFlow, SFlow, and steaming telemetry. Advanced
visualisation and data analytics of performance data
Sentinel

— Sentinel is completion of the re-packaging all of the OpenNMS
daemons as Karaf (OSGi) hosted services. This allows OpenNMS
components to be deployed as highly scalable micro services in
docker containers.

— Demonstrated key components architecture using Kuberneties and
Amazon containers at the Redhat Developers conference.

— Currently targeted at commercial cloud providers (e.g. AWS) but
offers an opportunity to explore deploying OpenNMS as an NFV in
an architecture such as ONAP if we find aservice provider partner.

— publishing of inventory, faults, and performance metrics to Kafka
topic for Sentinel and other integrations

ALEC Architecture for learning enabled correlation
— Advanced correlation and Al based fault and performance analytics
Oo0aS - OpenNMS as a service

— Fully cloud deployable multi tenanted network management solution
with remote appliances which can be deployed to users physical
© OpeaNMS / Entitmoss 2012 sites for data collection.
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Immediate Releases @p=lNMS UKEIg

www.opennms.co.uk

* OIA OpenNMS Integration Architecture
— OSGil plugin architecture and stable api

* Helm - Grafana
— Performance, Events, Correlated alarms

* ALEC - correlation
— correlation api; time / topology based correlation / machine learning (tensor flow)

Helm 2.0 Horizon 23 Helm 3.0 Horizon 24
7/5 10/25 2/20 4125

OIA

| | | | v | | . A | Vi | |

July August September October November December January February March April May June
June June
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ALEC Architecture for learning @piNMS UKEKIE
enabled correlation WWW.0pennms.co.u

Lifecycle and Correlation
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trapd
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Expand = Tag - Persist | Callbacks
syslogd 6 l
Poislet Brbadiant Business Logic (Drools)
pollerd Bl
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Events
v Alarm
| Data
threshd &
Generated
Events e 5
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53 i
= L
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——
; Alarms
v
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Alarm
Association
Events - Direct Invocation
e L OQSE CoOuUpling
© OpenNMS / Entin OpenNMS Correlation Engine (OCE) v1.0.1 - Sept 6th 2018
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ALEK Distributed install

© OpenNMS / Entimoss 2012
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www.opennms.co.uk

Dashboard
Helm
-
REST PostgreSQL
Offioad OCE from
core and run in HA l JD
Inventory & State
Sentinel Sentinel OpenNMS
OCE OCE
i
REST
44 Core
Elasticsearch
Event & Alarm
History
\ 4
ZooKeeper — - Kafka
Distributed S
syncrhonization
Minion

SNMP, Syslog, ...

Monitored Elements
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OpenDaylight integration ZoziNMs UK>

www.opennms.co.uk
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OpenNMS loT @peiNms UK

www.opennms.co.uk

* 1. A solution for loT Systems Monitoring
— Already monitoring large 10T Systems
— Sensus — wireless 0T networks in UK

« Big Data loT

* 11M smart electric/gas meters UK

« 100,000 Smart Water Meters London
(Thames Water)

2. OpenNMS as a Platform for loT Applications

VERTICALISED SOLUTIONS

* Long Tail of
Applications with a

%g Applications relatively small
APPLICATION L Visualisation ) numbers of sensors
SERESRLETEORNMS ( Data Storage Processing ) open NMS®
Alerting
%’ _ Analytics Security ) 4@3@“
ENABLEMENT cassandra
Connectivity N Bicnveno OpenNMS could find a role in
| Wifi / LTE / 5G / ((((;)» the long tail of applications
LoRaWan ) mosauitio proven and (relatively) simple
. @) HiveMa to deploy solution
Devices sk
(Device Platforms) = RUrM

SERVICE LAYERS

© OpenNMS / Entimoss 2012 slide - 34



Case Study — Monitoring Tailings  @peiNMs UK

www.opennms.co.uk

* Herb Garcea Insitu Systems, Inc.
* www.insitusys.com

* Mine tailings

— are the ore waste of mines, and are typically a mud-like
material. Worldwide, the storage and handling of tailings is
a major environmental issue. Many tailings are toxic and
must be kept perpetually isolated from the environment.

— https://www.nps.gov/articles/aps-v13-i2-c8.htm

— Series: Alaska Park Science - Volume 13 Issue 2: Mineral
and Energy Development Long-term Risk of Tailings Dam
Failure

t r -
ettt |

© OpenNMS / Entimoss 2012 slide - 35



Case StUdy NMS UK%
Southampton Air Pollution Monitoring Www.opennms. ¢o.uk

* The UK’s number one cruise port, which
welcomes 1.7m passengers

* Each ship up to 6000 passenger and crew
e Ship turn around 1-2 days

* Increasing problem of air pollution due to
generators running while ships in port

* www.climateconversations.org.uk
* Nesta funded project managed by
* Mandi Bissett

3 102 101 ¢
Mayflower  Fruit Terminal City Cruise Terminal
Cruise Terminal

Middlo Swinging
Ground

RIVER TEST

Marchwood
Mitary Port 7
/_-"/

4
~
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Joining the OpenNMS Community

Download and test latest OpenNMS Horizon 17+

Try against your network
— Large scale data centre time series data

Research partners — labs / universities

Give ita go

— http://opennms.org — Project site
— http://opennms.co.uk — UK/ Ireland specific information
— Linkedin OpenNMS group

© OpenNMS / Entimoss 2012
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Q&A @pziNMS UK=*

www.opennms.co.uk

“
QUESTIONS
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