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This document partially uses results of work by the perfSONAR Project .
(http://www.perfsonar.net). Full set of training materials is availabIJe in perfS.NAR
https://www.perfsonar.net/resources/training- powered
materials/#perfSONAR Training Materials
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What is PMP?




Heterogeneous world

* The global Research & Education network
ecosystem is comprised of hundreds of
international, national, regional and local-scale
networks

 While these networks all interconnect, each
network is owned and operated by separate
organizations (called “domains”) with different
policies, customers, funding models, .
hardware, bandwidth and configurations =

GI’EFA>NT<~7 At the Heart of Global Research and Education Networking

* This complex, heterogeneous set of networks
must operate seamlessly from “end to end” to
support your science and research
collaborations that are distributed globally
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What is perfSONAR?

* It’s infeasible to perform at-scale data movement all the time — as
we see in other forms of science, we need to rely on simulations

* perfSONAR is a tool to:

* Set network performance expectations
* Find network problems (“soft failures”)
* Help fix these problems

e All in multi-domain environments

* These problems are all harder when multiple networks are
involved

* perfSONAR is provides a standard way to publish monitoring data

* This data is interesting to network researchers as well as
network operators

www.geant.org
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Architecture

Discovery

Traceroute pSConfig '
Viewer MaDDash WebAdmin Toolkit Ul

| visualization

Esmond pSConfig

Archiving

Configuration

pScheduler
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iperf3 iperf nuttcp ping tracepath traceroute T .--

TWAMP OWAMP
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perfSONAR Toolkit

* Network performance comes down to a couple of key metrics:
* Throughput (e.g. “how much can | get out of the network”)
* Latency (time it takes to get to/from a destination)
* Packet loss/duplication/ordering (for some sampling of packets, do they all
make it to the other side without serious abnormalities occurring?)

 We can get many of these from a selection of measurement tools — the
perfSONAR Toolkit

* The “perfSONAR Toolkit” is an open source implementation and
packaging of the perfSONAR measurement infrastructure and protocols

. ,Iéél(l)components are available as RPMs, DEBs, and bundled as a CentOS

* Very easy to install and configure (usually takes less than 30 minutes for
default install)

www.geant.org




Performance Measurement Platform (1/2)

e Consists of a set of low-cost hardware nodes with
preinstalled perfSONAR software

e Coupled with GEANT MPs to create a partial mesh for
NRENS

* The central components that manage the platform
elements, gather, store and represent the performance
data, are operated and maintained by the GEANT project

9 www.geant.org




Performance Measurement Platform (2/2)

* Small nodes users can shape the predefined setup and
configure additional measurements to their needs and
get more familiar with the platform

* Can become example measurement experimentation and

training platform about network measurement, network
management, network performance

e Can provide an easy way to setup a new perfSONAR small

nodes on new small devices through providing ways for image 7
creation and guidelines |

10 www.geant.org
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From small nodes to PMP




It all began at TNC16

perfSONAR

on Low Cost Hardware

The GEAN
§ Acceleratin

BE and enrich

GIGABYTE

) www.geant.org



A pilot transformed into GEANT service

pSmall — Small Nodes Project

Enable you to have first hand

e i [FE B AR Inexpensive but with known capabilities

Good community feedback

Technical support provided by GEANT cluring the project fifespan Would you be intarested 1o have mol
280 13 P SO 1 QS [EPE P ———
. . . . . v [ Yes
2 N
47T pversse rating

GEANT service

WP6T3 Infrastructure and Ops team
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Small technology choice

56 x 107 x 114 mm

120GB

Patriot SSD

/ 20 GB
/var/lib 86 GB
Swap 8 GB

Intel Celeron J3160
1.6GHz (up to 2.24 GHz)
4 cores

8GB RAM
Kingston

e 1Gb/s RJ45 LAN
Realtek
e WiFi+ BT

GIGABYTE BRIX
GB-BACE-3160

15

* VGA, HDMI

* 4xUSB3.0

* Micro SD

* External power

supply

www.geant.org




What did we choose?

Who answers "No"?

Who answers "Yes"?

perfSONAR : :

S : » Central measurement :

Bundle Selection . archives :
= .+ Data transfer nodes
Guide : + Hosts that use the

network for purposes -
beyond just :
measurement

No.

Who answers "Yes"?

Hosts part of a small
:  deployment (1-2 hosts)

‘= Hosts run by new perfSONAR
: users wanting to explore the
full set of features from
collection to display

Dedicated measurement
hosts solely tasked with
performing network
measurements

A cpssaiecs

Yes. Install perfsonar-toolkit

Who answers "No"?
Who answers "Yes"?

Hosts part of a large
deployment, usually
centrally managed by

*  Puppet, CFEngine, etc.
: « Hosts running on minimal :
© hardware :

¢ » Hosts without access to a central
archive such as those in a large
deployment that do not wish to deal
with the extra effort required toruna -
large central archive 1

Install perfsonar-core

Who answers "No"?
+ Hosts running on minimal
hardware E .
+ Hosts with access to a central
measurement archive ;
+ Hosts that are part of a
centrally managed mesh :
« You want a registered testpoint:
that others can run tests to ©

Install perfsonar-testpoint

16

Who answers "No"?

- = Central measurement :
archives :

Install
perfsonar-centralmanagement

Install perfsonar-tools

© » Data transfer nodes
- * Any other host that
uses a network

Other Useful Packages:
» Dashboard:
» maddash
» Host Configuration:
» perfsonar-toolkit-ntp
» perfsonar-toolkit-sysctl
» perfsonar-toolkit-security
« Nagios
* nagios-plugins-perfsonar

www.geant.org




Bundle solutions

17

perfsonar-core <

perfsonar-testpoint

esmond

pSConfig MaDDash agent
pSConfig Publisher CLI
III%HHHHH'II

perfsonar-tools

LS registration

pScheduler

pSConfig pScheduler
agent

twamp

traceroute

Tracepath

paris-
traceroute
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Preconfigured distribution

* pre-install of the perfSONAR toolkit on CentOS7

e Auto-update turned on

* 1 master node, rest cloned
* Procedure available

* Tagged with communities : GEANT, pSmall-GEANT, PMP-
GEANT

* SNMP agent ’

18 www.geant.org




Central parts

Hosts
measurement
results

Hosts Ansible
configuration

19

Measurements
dashboard

Visualization of
test mesh

Publicely
available

9.8 week

Infrastructure
monitoring

Grafana and
Prometheus
based

Central server
and nodes’
health

Alerting

Automation &
management

Via Ansible

Mesh
configuration

User
configuration

Operation team

Maintains
central parts

Reacts to
monitoring

Supports
deployment

Disseminates
information
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Topology and testing




Importance of regular testing

* We can’t wait for users to report problems and then fix them
(soft failures can go unreported for years!)

* Things just break sometimes
* Failing optics
 Somebody messed around in a patch panel and kinked a fiber
* Hardware goes bad

* Problems that get fixed have a way of coming back
» System defaults come back after hardware/software upgrades

* New employees may not know why the previous employee set
things up a certain way and back out fixes

* Important to continually collect, archive, and alert on active
test results

21 www.geant.org




Regular testing

* There are a couple of ways to do this:

e Beacon: Let others test to you (e.g. no regular configuration is
needed)

* |sland: Pick some hosts to test to — you store the data locally.
No coordination with others is needed

* Mesh: full coordination between you and others (e.g. consume
a testing configuration that includes tests to everyone, and
incorporate into a visualization)

22 www.geant.org




Regular testing - Beacon

* The beacon setup is typically
employed by a network provider
(regional, backbone, exchange point)

* A service to the users (allows
people to test into the network)

* If no regular tests are scheduled,
minimum requirements for local
storage.

e Makes the most sense to enable
all services (bandwidth and
latency)

23 www.geant.org




Regular testing - Island

* The island setup allows a site to test
against any number of the 2000+

perfSONAR nodes around the world,
and store the data locally. s ﬁ
* No coordination required with other e ﬁ T,
sites S [ G
* Allows a view of near horizon \ /4 ﬁ i et "',e
testing (e.g. short latency — campus, %
regional) and far horizon (backbone ﬁ Nowor [ Newwor
network, remote collaborators). W N
* OWAMP is particularly useful for N~ am
determining packet loss in the S

previous cases.

* Throughput will not be as valuable
when the latency is small

24 www.geant.org




Regular testing - Mesh

* A full mesh requires more
coordination:

e A full mesh means all hosts
involved are running the same
test configuration

* A disjoint mesh could mean only
a small number of related hosts
are running a testing
configuration

* In either case — bandwidth and
latency will be valuable test
cases

25 www.geant.org



Regular Measurements




MaDDash & pSConfig

 Measurement results are more useful when they can be “seen”,
because this implies they will be acted on

 MaDDash is a software package that can be used to visualize the
results of many perfSONAR tests

* The pSConfig is a template framework for describing and
configuring a topology of tasks

e E.g. thisis in contrast to the other method of configuration
* the “Island” model

e Changes node from ‘testing as an island’ to being a part of a
larger testing strategy

* More info: http://docs.perfsonar.net/psconfig_intro.html

27 www.geant.org




pSconfig basic concepts

A template is a description of the task topology in a machine

readable format

* The pSConfiﬁ templates are formatted in JSON. The files
containing this JSON data are referred to as pSConfig templates.

A task is a job to do consisting of a test to be carried out, scheduling

information and other options.

 In pScheduler a single task consists of a number of components,
and these elements carry-over to pSConfig: Tests, Tools,
Schedules, Archivers, Contexts

A topology is the way in which tasks are interrelated and arranged

« Ultimately we want a list of tasks to be performed

« Many of these tasks have common components. These common
components often represent relationships which we care about
when looking at multiple tasks

28 www.geant.org




Creating tasks

For each pair in the
group, we generate a
task to be run using

properties of the input

addresses

Addresses

“A"Addresses “B" Addresses

Group

PMP :> . . . group.type = disjoint -II Pair 2

Group Task Templates

group.type =
mesh

29

Tasks

_1 Ko

BRQ =

1 ok

.
L
S’

_1 NOK=

.
—
Se——
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Creating tasks

"tasks":

»pSmall IPv4 throughput":

"archives": "pmp-central.geant.oX Definedin "archives" object
"url" : http://pmp-central.geant.org/esmond/perfsonar/archive/ }
"group": "grp_bw 4" Defined in "groups" object

"schedule": "schedule 6h" (I Defined in "schedules" object
"repeat" : "PT21600S", N
"slip" : "PT21600S",
"sliprand" : true

"test" "tst bw4d" Defined in "tests" object

30

Defined in "addresses" object. Using Template Variable.

N\
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PMP Test plan

* What are we going to measure?
* |IPv4 and IPv6 (subject to availability)

e Achievable bandwidth
* 5selected GEANT MP destinations
* 4 times per day to each destination
» 20 second tests across continent

 Loss/Availability/Latency
« OWAMP

* Traceroute

 What are you going to do with the results?
 MaDDash

31
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Agents

An agent is software that reads
one or more pSConfig templates
and uses the information to
perform a specific function. P
- We currently have two agents: /
. psconfig-pscheduler-agent: It
reads the template file(s) and &
generates pScheduler tasks Step 3: Agents read template
- psconfig-maddash-agent: It reads

the the template file(s) and
generates a maddash.yaml file

Step 1: Create pSconfig template

Step 2: Publish template to web

32 www.geant.org



Measurements

PMP - 1Pv4 BW - Throughput PMP - IPv4 traceroute (BW) - Path Count PMP - IPv4 OWD - Loss

Throughput == 0.2Gby Throughput < 0.8Gby Throughput <= 0.5Gby y = =
| | ohpi ps L rs [l ghp ps [l Paths - 1 packets Paths>1 [l Paths>2 [l Unable to find [ Loss rate is == 0.001% Lossrateis > 0.001% [l Loss rate is »= 0.01%

! Found a total of 7 problems invalving 7 hosts in the grid '
o ! Found a total of 12 problems involving 12 hosts in the grid =

Found a total of 5 problems involving 5 hosts in the grid

psmp-gn-bw-01-mad-es-vd.geantnet

psmp-gn-bw-01-saf-hg.geant.net
bw-01-gen-ch.geant.net
bw-01-Kkau-It.geant.net

T o
23
e
g
=
T om
)

@
-
a g
R
@ w
2o
2 a

psmpegn-bw-01-lan-uk geantnet

psmp-gn-owd-01.lon.uk.geantnet

O B 5 mop-an-od -0 sofibg. geantinet

psmp-gn-owd-01.gen.ch.geant.net

FEEEEEEET TN NN IFNEMEN rmpon-owd-01kaultgeant net

Austria - ps02.aco.net Austria - ps02.aco.net

Belarus - psmall-g-1.basnet.by Belarus - psmall-g-1.basnet.by

psmp-gn-bw-01-sof-bg.geant.net

Belgium - perfsonar.r2.brudie.belnat.nat Belgium - parfsonarr2.brudie.belnat.nat

§ psmp-gn-bw-01-mad-es-v4.geant.net

Cyprus - perfsonar.cynet.ac.cy Austria - ps02.aco.net Cyprus - perfsonar.cynet.ac.cy

Denmark - pssmall.grid.aau.dk Belarus - psmall-g- 1.basnet.by Denmark - pssmall.grid.azu.dk

Estonis - perfSonar.esnst.ee Belgium - perfsonar.r2.brudie.belnet.net Estonia - perfSonar.eenst.es

N [= ia - perf: X .
Georgia - perfsonar.grena.ge Cyprus - perfsonar. t.ac. Eﬁrila per Sﬂnar‘graﬂa ge
many - ni-erlangen. . Germany - psbrix.rze.uni-erlangen.de
Germany - psbrix.rrze.uni-erlangen.de mark - mall.grid. . e -

H - perfs ~deb 2.hb .hi
ungary - perfsonardsbracen3.hbons.hu Estonia - perfSonar.esnat.ee Lithu - perf:

gtu.lt

Lithuania - perfsonar.y

HE NN IFEMNE o:r-on-owd-01-mad-es-v4.geant.nat

Georgia - perfsonar.grena.ge
Germany - psbrix.rrze.uni-erlangen.de

. Luxembourg - perfson
Luxembourg - perfsonar.restena.lu

Montenegro - snps-mren.ac.me [
Montenegra - snps-mren.ac.me
Poland - psmall-pozi.man.poznan.pl [

Poland - psmall-pozt.man.poznan.pl Hungary - perfsonar.debrecen3.hbone.hu

; . Portugal - psmall.ips.feen.pt
Bortugal - psmall.ip&.feon.pt Lithuania - perfsonar.vgtu.lt u

Slovenia - mp-tpl-pfgeant.arnes.si g | = Dashboards Reports & Settings K External Re Luxembourg - perfsonar.restena.lu

Spain - perfsonar-sonda.reditis.es g g Em

Spain - pspmp-anella.csuc.cat | ™ PMP

United Kingdom - ps-small.dev

Serbiz - ps-small.amres.acrs |
Slovenia - mp-tpl-pfgeant.ames.si

Montenegro - snps-mren.ac.me Spain - perfsonar-sonda.rediris.es [

Netherlands - perfsonar-probe.ripe.net Spain - pspmp-analla.csuc.cat
-t ENEEER achhaard Poland - psmall-poz1.man poznan.pl N g United Kingdom - pe-small.deva.net [l

All Grids»| PMP - IPv4 BW - Throughput portugal - psmallips.fecn.pt Il Il MM

_ 1 Slovenia - mp-tpl-pfgeant.arnes.si [l 1l ™™
Th rO ugh pUt PMP - IP PMP - IPv4 OWD - Loss Spain - perfsonar-sonda.rediris.es Wl W W -

i 111 Latency / packet loss
M Throughp| PMP - IPv4 traceroute (BW) - Path Count .56 United Kingdom - ps-small.dev.ja.net [l =l =
united Kingdom - psmall.lut.ac.uk Il B HE
! Found a| PMP - IPv4 traceroute (OWD) - Path Count
PMP - IPv6 BW - Throughput Traceroute / hop
PMP - IPv6 OWD - Loss count
PMP - IPv6 traceroute (BW) - Path Count

PMP - IPv6 traceroute (OWD) - Path Count

]
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PMP disjoint mesh walkthrough

e https://pmp-central.geant.org/pscfg-psmall.json

* Have complex mesh?
* Use psConfig Web Admin

* Relies on Lookup Service

34
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https://pmp-central.geant.org/pscfg-psmall.json

Dashboard




PMP MaDDash

= Dashboards

PMP Dashboard

PMP - IPv4 BW - Throughput

[l Throughput >= 0.8Gbps. Throughput < 0.8Gbps [l Throughput <= 0.5Gbps

! Found a total of 10 problems involving 9 hosts in the grid

B psmp-gn-bw-0i-mad-es-vd.geantnet

Austria - ps02.aco.net

.
3
B
4
£

u

u

Belarus - psmall-g-1.basnet.by

Cyprus - perfsonarcynet.ac.cy
Denmark - pssmall.grid.aau.dk
Estonia - perfSonar.eenet.ee
Georgia - perfsonar.grena.ge

Germany - psbrix.ze.uni-erlangsn.de

HE DN IEEMME rsmp-gn-bw-0i-kau-ltgeantnat

BN 0 MNP N psmpron-bw-0l-gan-ch.geantnet

Hungary - perfsonar.debrecen3.hbone.hu

Meontenegre - snps-mren.ac.me
Netherlands - perfsonar-probe.ripe.net
Poland - psmall-pozi.man.poznan.pl
Portugal - psmall.ip6.fecn.pt

Slovenia - mp-tpl-pfgeant.arnes.si

Spain - perfsonar-sonda.rediris.es

Spain - pspmp-anella.csuc.cat

United Kingdom - ps-small.devis.nat

PMP - IPv4 traceroute (BW) - Path Count

[ Faths = 1 packets Faths=1 [l Paths =2 Unable to find test data

! Found a total of 8 problems involving 9 hosts in the grid

36

'gen=ch.geantnet
kau-lt.geant.net
.mad-es-vd,geant net
sof-bg.geant.nat

Reports © Seftings K External Resources

Unable to find test data

[ Check has not run yet

* https://pmp-central.geant

= Dashboards = Reports @ Seftings < Extemal Resources

Last page refiesh time: czennsa 10, 2019 20:55.40 PI

perfSonar.eenet.ee to psmp-gn-bw-01-gen-ch.geant.net (Throughput - Reverse)

Status: OK Last Checked: czerwea 10, 2019 18.20.20 PM GMT+02 00 Next Cheek: czerwca 10, 2019 22:23 20 PM GMT+02 00

Summary | History | Check Detais

= Current Resuts

Current Status: OK

Message For Current Status: Average Inroughpul is 0 007Gbps
Reports: o reports found for this check

Events:
Description Stan End Check Down
Ho events currenty scheduied
» Statistics
~Graph
perfSONAR fest results - documenta F Shareiopen in new winds
Source Destination Report range
PSMIP-gn-Du-01-gen-ch geant net perfsonar eenet e¢ € || 1weex v
62.40.106.171,2001:786:c00:120.006 32142 2001:bb8.0:132.0:0.0 82

Mon 0B/03/2018 1o Mon D/

PMP - IPv4 O\ o b 20554 205541

[ Loss rate is <= 0.0
Reverse w | Failures

2019

! Found a total of N
- (=

8)

g

Austria - ps02.aco.net

B permpegn-owd
B pemp-gn-owd

Belarus - psmall-g-1.basnet.by

Cyprus - perfsonar.cynet.ac.cy
Danmark - pssmall.grid.aau.dk

Estoniz - perfSonar.eenet.ee

Georgia - perfsonar.grena.ge

Germany - psbrix.rze.uni-erlangen.de
Hungary - perfsonar.debrecen3.hbone.hu

Montenegre - snps-mren.ac.mea
Netherlands - perfsonar-probe.ripe.net
Poland - psmall-poztl.man.poznan.pl
Portugal - psmall.ip6.fcen.pt

Serbia - ps-small.amres.ac.rs
slovenia - mp-tpl-pfgeant.ames.si
Spain - perfsonar-sonda.rediris.es

Spain - pspmp-analls.csuc.cat

United Kingdom - ps-small.devja.net

PMP - IPv4 traceroute (OWD) - Path Count

[ Paths = 1 packets Paths =1 [l Paths = 2 Unable to find testdata [l Check has not run yet

! Found a total of 8 problems involving 8 hosts in the grid

/maddash-webui

madAeim geantnet

sofbo. ATERnet




What is MaDDash?

* Monitoring and Debugging Dashboard
* Set of grids (dashboard)

* Two-dimensional monitoring data
* Point to point network measurements between 2 hosts

 Set of jobs that report on metrics
e Usually Nagios checks
 Lots of configurable options (but defaults are usually fine)
e Getting data out of perfSONAR backend (esmond)

* REST API

* Makes it possible to integrate with other platforms
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Dashboard and visualization

* Integrated with psConfig templates
* You define your measurement mesh
* Then MaDDash grids come up automatically

e Each square represent current status
e Gives access to graphs of measurement history
e Splitin 2:
e Upper: from line host to column host
e Lower: from column host to line host (reverse)

* Link gives access to 2 different pages with both direct ’
and reverse

* Same graphs as on toolkit
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PMP MaDDash customization

* GUI
e Dashboards and grid names, host labels
e Additional menu items

* Thresholds

* Fully customisable: values and descriptions
* You define your performance expectations

 Alerts and notifications
* Nagios
* Email (native or through Nagios)
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Measurement archives

* Centralised big archive
* All nodes post their data in a single place
* Pros: one central storage, one storage policy
* Cons: access management

e Distributed archiving on each node

* Each node keeps data localy
* Pros: reduce a bit network traffic
* Cons: If node offline, data offline too

* Multiple archives possible
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MA access management

e IP based ACL

e Easy, though a bit less secure...

* APl key

* Finer grained controled
e But need to distribute key
* Used locally on toolkit nodes

e Mix and match at will
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Toolkit GUI




Toolkit GUI

perfSGBNAR Toolkit on perfSonar.eenet.ee Login | | # Configuration \ | ?Help |

lsl Host Information (Log in for more info)

# Edit
9 perfSona r.eenet.ee at 193.40.132.142, 2001:bb8:0:132::8e Interf, Details v
Organization: EENet Primary Interface enp3s0
Address: Tartu, Tartu 51005 EE (map) -
Administrator: Indrek Rokk (Indrek.Rokk@eenet.ee) NTP Syr Yes
G I Yes
SERVICE STATUS VERSION PORTS SERVICE LOGS Public
esmond ~ Running 2.131.el7 View & Virtual Machine No
Isregistration Running 4.1.6-1.el7 View & A e
) ) More Info Details v
owamp ¥ Running 3.5.8-1.el7 861 View &
mmunitie
pscheduler = Running 1.1.6-2.el7 View & .
o GEANT
psconfig Running 4.1.6-1.el7 View &' o pSmall-GEANT
twamp ~ Running 3.5.8-1.el7 862 View &

# On-demand testing tools

ing @
Test Results Configure tests 3% RS

Reverse traceroute ('

Search: Results for the last...
1 week » Reverse tracepath &'
Traceroute Visualization &'
4 SOURCE DESTINATION THROUGHPUT LATENCY (MS) LOSS
perfSonar.eenet.ee ps-small.dev.ja.net »nfa + 44.4 (rtt) »nfa R Other services
193.40.132.142 212.219.210.222 «n/a «44.4(rtt) «n/a
43 Details | Traceroute = Global node directory &'




Participation and resources

* Want to participate?
 |f you are an NREN or institution connected to an NREN

* |f you belong to the R & E community
* Being part of a networking team, service or research group

* |dentify responsible person and sign in

e www.perfsonar.net
* pmp-central.geant.org/maddash-webui/
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GEANT

Networks « Services « People

Thank you

Any questions?

szymon.trocha@psnc.pl

www.geant.org
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